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Recent advancements in deep learning have
potential to transform process of writing
and creating music

Models that have potential to capture and
analyze higher-level representations of
music and audio can change neural DSP

Set of Music+Al methods for audio
generation, modelling and transferring of
timbres/effects, applying effects, including
research into experimental audio effects,
and production of audio samples using style
transfers
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Natural language prompt to finalized audio
result pipeline

Writing and producing music requires
money, time, and knowledge
All-encompassing framework for music
processing would make process much more
accessible and simple

* Natural language
prompt - vectorized representation

* Either edit or generate audio

e |If edit:
o Encode audio to vectorized
representation (EnCodec)
o Apply/edit learned effects/timbres
" Transformer-based encoder OR
temporal convolutional network
o Apply style transfer

* [If generate:

o Generation using vector
guantization and auto-regressive
transformer-based decoder
(MusicGen)
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Feedback

Evaluation + Methods

* How do we define "good" music?
o Fréchet Audio Distance
" Low score implies generated audio is
plausible
o Kullback-Leiber Divergence
o CLAP Score
" Audio-text alighment
o Audio effect alignment classifier

* Human Evaluation: Set of participants receive
audio sample prior to and after model
alteration

o Use set of criteria to describe
final product ("Excellent”,
"Better”, “Terrible”, etc)

o Musicians experienced with using
audio software can utilize framework
and return feedback on performances
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